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Abstract:   In our proposed Categorizer system, we have experimented an automated 

approach to classify online news using the Naïve Bayes Algorithm. Naïve Bayes has been shown 

to deliver good classification results when sample training documents are given. In the proposed 

system, we have applied Naïve Bayes to the classification of online news. 

          In the classification, users can define their personalized categories using a few keywords. 

By constructing search queries using these keywords, Categorizer obtains both positive and 

negative training documents required for the construction of personalized classifiers. 

           These keywords are known as the category profile for the newly created category. There is 

no restriction on the number of personalized categories for each user. To build the classifier for 

a personalized news category, a number of training documents have to be obtained. Instead of 

getting the user to perform the time-consuming task of selecting and uploading the training 

documents, we construct a query to the Yahoo News Search Engine using the category profile, 

i.e. the keywords. The training documents are then selected from the most highly ranked 

resultant news articles from Yahoo News.  

Keywords: Support Vector Machine, Naïve Bayes Algorithm, Yahoo news search engine, News 

classification, News monitoring, Feature selection, Syndromic surveillance 
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 Introduction 

Classification of online news, in the past, has often been done manually. In our 
proposed Categorize system, we have experimented an automated approach to classify online 
news using the Naïve Byes. Naive Byes has been shown to deliver good classification results 
when ample training documents are given. In our research, we have applied Naïve Byes to the 
personalized classification of online news. In personalized classification, users can define their 
personalized categories using a few keywords. By constructing search queries using these 
keywords, Categorize obtains both positive and negative training documents required for the 
construction of personalized classifiers. In this paper, we describe the preliminary version of 
Categorize and present its system architecture. 

Text classification is the process of assigning text documents to one or more predefined 
categories. This allows users to find desired information faster by searching only the relevant 
categories and not the entire information space. The importance of text classification is even 
more apparent when the information space is huge such as the World Wide Web. Examples of 
web classification systems include Yahoo! directory and Google web directory. However, such 
classification services are carried out by human experts, and they do not scale up well with the 
growth rate of web pages on the Internet. 

           To automate the classification process, machine learning methods have been 
introduced.In a text classification method based on machine learning, classifiers are built 
(trained) with a set of training documents. The trained classifiers can, therefore, assign 
documents to their suitable categories. 

Before we introduce our scheme, this section first reviews several categories of existing 
solutions and their relationships to our work. 

An author has described the Classification of online news, in the past, has often been 
done manually. SVM Is used for classification results when training documents are given. In our 
research, we have applied SVM to the personalized classification of online news. By con-
structing search queries using these keywords, Categorizer obtains both positive and negative 
training documents required for the construction of personalized classifiers. Text classifica-tion 
is a well-studied problem. Several methods have been proposed and many of them can be 
directly applied to news classification as long as there exist a good set of training documents for 
each predefined category. [1]  

On the other hand, personalized classification is a form of personalization and there are several 
existing ways to support personalization. In the collaborative filtering approach, each user is 
associated with a user profile. When the user profiles of two users are similar, news articles 
that are interested in by one of them will be automatically recommended to the other. In 
another personalization approach known as content filtering, one or more sets of features each 
representing a different interest domain (personalized category) of a user are derived. News 
articles are then recommended based on the semantic similarity with each set of features. In 
this approach, the interesting domain of a user is very much independent of that of another 
user.[2]The Framework is unique and none of the techniques adopted in this study have been 
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previously used in the context of syndromic surveillance on infectious diseases. In the recent 
classification experiment, we compared the performance of different feature subset on 
different machine algorithm the result shown that the combined features subsets including 
Bags of Words Noun Phrases and Named entity feature out performed the Bags of Words 
feature subsets. [3]             

These days, important public health related news is increasingly available on the World Wide 
Web in electronic form and has been shown to be a useful data source for syndromic 
surveillance. However, the volume of news is very large and there is a question on how to most 
effectively use this kind of information for syndromic surveillance to accurately detect the 
signals indicative of disease outbreaks. Syndromic surveillance systems that include a 
classification component can facilitate follow-up analysis and outbreak detection. However, to 
our knowledge, there is currently no automatic online news monitoring and classification 
system specifically designed for specific infectious diseases. It is also not clear what kind of 
document representation approach and machine learning algorithm perform best on online 
news classification for syndromic surveillance.[4] 

  This study is aimed at designing and examining automatic online news monitoring and 
classification methods for syndromic surveillance and global situational awareness.It provides 
an overview of literature concerning syndromic surveillance, news-based syndromic 
surveillance systems for infectious diseases, online data acquisition, text document 
representation, and feature selection used in text classification. We describe our research 
questions. We outline our architecture for automatic news monitoring and classification, after 
which we present our experiments and the results on foot-and-mouth disease (FMD) related 
online news. Finally, we describe our conclusions and future directions.[5] 

           Collecting data is a critical early step when developing a syndromic surveillance 
system. Data sources used in syndromic surveillance systems are expected to provide timely 
pre-diagnosis health indicators and are typically electronically stored and transmitted. Different 
types of data used for syndromic surveillance typically include: emergency department (ED) 
visit chief complaints, ambulatory visit records, hospital admissions, over-the-counter (OTC) 
drug sales from pharmacy stores, triage nurse calls, 911 calls, work or school absenteeism data, 
veterinary health records, laboratory test orders, and health department requests for influenza 
testing.[6] 

 Materials and Methods 

The Naive Bayesian classifier is based on Bayes' theorem with independence assumptions 
between predictors.  

We can see an example for this Naïve Bayes as follow: 

Naive Bayes classifier assumes that the presence of a particular feature in a class is unrelated to 
the presence of any other feature. For example, a fruit may be considered to be an apple if it is 
red, round, and about 3 inches in diameter. 
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Figure .4. Example for Naive Bayes classifier 

 

 

1.3 System Architecture 

System Architecture is a response to the conceptual and practical difficulties of the 
description and design of complex systems. Our architecture consists of main two modules RSS 
Feed and Category. A user is interacting with the system. RSS Feed block consists of a Fetch-ing 
process which can be executed multiple times. Authorization, feed storage, and feed category 
information are stored in the database. Category module consists of categorization and hides 
the category. Categorization is done multiple times as the feeds arrive. The line between Feed 
Storage and categorization indicates that they communicate between each other. 
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  Figure .3. System Architecture 

 

 

Features: 

1.The unique feature of Categorizer is that it allows users to create and maintain their 

personalized categories. 

2.Users can create their personalized news category by specifying few keywords associated 

with it. These keywords are known as the category profile for the newly created category.   

3. There is no restriction on the number of personalized categories for each user.  

4. To build the classifier for a personalized news category, a number of training documents 

have to be obtained.  

5. Instead of getting the user to perform the time-consuming task of selecting and uploading 

the training documents, we construct a query to the Yahoo News Search Engine using the 

category profile, i.e., the keywords. 

6.The training documents are then selected from the most highly ranked resultant news articles 

from Yahoo news. 
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Drawbacks of existing system: 

1.The current updates are fetched only from the URLs listed under each category or URL given 

by users and not from all websites. 

2. It is costly for the user.. 

Benefits of Proposed system: 

1.To give current updates without time consumption is a key objective of this project. 

2.The user can view the feeds of his interested categories. 

3.There is no restriction on the number of personalized categories for each user.  

Mathematical  Evalutions 

An original COCOMO is actually a collection of three models: a basic model that can be applied 

when little about the project is known, an intermediate model that is applied when the design 

is complete. All three take the same form, 

  Formula:      Ei=a* (KLOC) ^b 

    Ei=2.4*(2.736) ^1.05 

    Ei=6.9026 

    E=Ei*EAF 

    E=6.9026*1.00*1.08*1.00*1.00*1.00*1.00*0.91 

               E=6.7838 pm 

 Where Ei is the initial efforts, EAF is the factor, E is effort in person months, S is size 

measured in thousands of delivered source instructions (KDSI) 

     D=a* E^b 

    D=2.5*(6.7838) ^0.38 

    D=5.1748 months Where, D is the duration in months. 

Hence, the project requires 7 persons per months to complete the software. 
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Result and Ananlysis 

For Experimental results, we are going to calculate the values for Precision and FI-Score. We are 
taken text features like Sports, us, Sci/Tech, bus category, word, rent, and health. We can see 
all values are in following tables. 

 

Table 1:Text feature,Precision,recall and FI-Score 

Text Feature Precision Recall  F1-Score 

Sport 0.75 0.85 0.8 

US 0.59 0.62 0.6 

Sci/Tech 0.65 0.55 0.6 

Bus Category 0.61 0.6 0.6 

World 0.77 0.75 0.77 

Rent 0.6 0.62 0.61 

Health 0.6 0.5 0.55 

 

Conclusion And Future Scope 
 

We have designed and implemented the news classification system based on the Naïve Bayes 
classification method. The system is capable of both general Classification and personalized 
classification.Firstly, we enhanced the Categorizer with a complete set of general categories 
due to the unavailability of generic extraction software for extracting the desired news text 
from HTML web pages. We have studied Naïve Byes algorithm which is used to text 
classification.This application is useful for everyone. It reduces the user time and provides 
required information in minimum time and effort. This application contains less complexity. 

We can develop news gathering and classification system. In this system we can implement 
personalized categorization. In future our project will extract videos from internet such as 
movies, video etc. also user can be get live updated news from the internet. User will be added 
his own interested news and share that news with another user. User will be personalized his 
own category as per his demand and provide more security for each user.And also we will try to 
use regional languages which are user friendly. 
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