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ABSTRACT The increase in population density is one of the most important factors of urban expansion, 

which lead to a change in land use. To identify this change three tools are needed, they are Land use / 

land cover (LULC) change detection techniques, remote sensing data, and a computer system. This paper 

consists of two parts. The first part presents the concept, implementation, and assessment of seven LULC 

change detection techniques. These techniques are:  post-classification, multi-date direct classification, 

image differencing, image rationing, image symmetric relative difference, change vector analysis (CVA), 

and principal component differencing (PCD). These techniques are implemented on remote sensing data 

of Sharm El-Sheikh city-Egypt, to detect the changes that took place over the period from 2000 to 2010. 

The post-classification change detection technique provided the highest accuracy of 95.2 %, while the 

principal component analysis differencing gave the lowest accuracy of 89.6 %. In the second part of the 

paper the post-classification change detection technique is implemented in the area of El-Mahalla El-

cobra City-Egypt to detect the urban expansion over the agricultural area through the period from 2010 

to 2015. The results showed that, the agricultural area was decreased by 6.04 % and the urban area was 

increased by 31.2 %. 

 

 

Keywords Land use / Land cover (LULC), post classification, multi-date direct classification, image 

differencing, image rationing, image symmetric relative difference, Change Vector Analysis (CVA) and 

principal component differencing (PCD). 

 

1. Introduction 

The earth's surface is changing due to human activity or natural phenomena, for example, urban growth, 

wildfires, agricultural expansion, storms, and military conflicts[1,2]. The earth’s surface changes can be 

classified into two main categories: land use and landcover (LULC)[3]. Land cover is used to illustrate 

the physical state of the land surface such as cropland, forests, wetlands, human structures such as 

pavements, buildings and other aspects of the natural environment, including surface water , biodiversity, 

groundwater and soil type[4]. Land use illustrates the human way in using the land and its resources, 

including mining, agriculture, grazing, urban development and logging[5]. SO, Land use is considered to 

be a product of interactions between a society’s cultural background, state and its physical needs on the 

one hand and the natural potential of land on the other hand[6]. LULC change detection techniques are 

considered to be the scientific and rapid way to detect the changeson the earth's surface, especially in the 

presence of the past and present land use/cover data of the study area[7]. This could be considered as a 

powerful tool for managing natural resources and monitoring environmental changes[6]. Generally, 

LULC are interdependent and closely related so they are often used interchangeably[8].   

 

2. Categories of change detection methods 

Change detection is the process of identifying differences in the state of an object or phenomenon by 

observing it at different times[9]. This observation can be done through remote sensing data of the study 
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area acquired at different dates, where the changes in radiance values of the data appear as a result of land 

cover changes. Sincelaunchingof  thefirstLandsatsatellitein1972,till now, a wide range of remote sensing 

data with different spectral, spatial, radiometric and temporal resolutions are available[10].This is 

necessary for the LULC change detection process[7]. It allows to perform LULC change detection 

ondifferent temporal scales[11], andleadstothedevelopmentand evaluation ofmany digitalchangedetection 

methodsforanalyzing anddetecting LULCchanges[12].It is extremely difficult to state the most proper 

method of detecting changes, generally it is application dependent. Generally change detection methods 

can be classified intotwo maincategories: pre-classificationandpost-classificationchangedetection 

methods[3].Post-classification approach for change detectionhasbeenprovento 

bethemostpopularapproachinchangedetectionanalysis[13]. 

Thisapproachisbasedonrectificationofmorethanoneclassifiedimage, then comparison between them as 

shown in Fig (1). It minimizes sensor, atmospheric, and environmental differences because data from 

two dates are separately classified, thereby minimizing the problem of normalizing for atmospheric and 

sensor differences between two dates and it provides a complete matrix of land cover change when using 

multipleimages[14].The pre-classification comparison approach for change detection is identified as the 

most accurate change detection approach because, they are straight forward, effective for identifying and 

locating change and are easy to implement[15].However, three aspects are critical for pre-classification 

techniques: selecting suitable thresholds to identify the changed areas, being sensitive to misregistrationof 

pixels, and they cannot provide detailsof the nature of change or provide a matrix of 

informationchange[16]. Fig (2) illustrates the procedures of post-classification technique. 

  

Fig (1):Main procedures of post-classification 

change detection approach 
Fig (2):Main procedures of pre-classification 

change detection approach 

3. The concepts of the selected change detection methods  

Seven LULC change detection techniques are selected to be implemented on our dataset. These 

techniques are post-classification, direct multi-date classification (DMDC), image differencing (ID), 

image rationing (IR), image symmetric relative difference (ISRD), change vector analysis (CVA), and 

principal component differencing (PCD). 

 

ID is based on the subtraction of two spatially registered imageries, pixel by pixel,as follows: 

ID = Xi (t2) - Xi (t1)                                     (1) 
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Where X represents the multispectral images with I (number of bands) acquired at two different times 

t1and t2.  

The pixels of changed area are expected to be distributed in the two tails of the histogram of the resultant 

image, and the unchanged area is grouped around zero. This simple method easily interprets the resultant 

image; however, it is crucial to properly define the thresholds to detect the change from non-change 

areas[3]. 

 

IR it is similar to image differencing (ID) method. The only difference between them is the replacement 

of the differencing images by rationed images[3]. 

 

IR = Xi (t2) / Xi (t1)    (2) 

 

ISRD it is based on the use of symmetric relative difference formula to measure change[17], as follows: 

 

 

 

Dividing the difference by the pixel’s value at time 1 and time 2 allows the derivation of a change image 

that measures the percentage change in the pixel, regardless of which image is chosen to be the initial 

image. For example a pixel that had a value of 20 at time 1 and a value of 80 at time 2 would have an 

absolute difference of 60, and a percentage change value in the change image of 375%: 

[(80 – 20) / 20 + (80-20)/80] * 100 = 375% 

Another pixel with a value of 140 at time 1 and 200 at time 2 would also have an absolute difference of 

60, but its percentage change would only be 72.86%: 

[(200 – 140) / 140 + (200-140)/200] * 100 = 72.86% 

In most cases it can be assumed that the percentage change of a pixel’s brightness value is more 

indicative of actual change in the image than simply the absolute difference[18]. 

CVA generates two outputs: a change vector imageand a magnitude image. The spectral change vector 

explains the direction and magnitude of change from the first to the second date. The total change extent 

per pixel is calculated by determining the Euclidean distance between end points through dimensional 

change space, as follows: 

 

 

 

Adecision on change is made based on whether the change magnitude exceeds a specific threshold. The 

geometric concept ofCVA is applicable to any number ofspectral bands[19]. 

 

PCDit is often as accepted as an effective transforms to derive information andcompress dimensions. 

Most of the information is focused on the first twocomponents. Particularly, the first component has the 

most information. Thedifference of the first principle component of two dates has the potential 

toimprove the change detection results, i.e. 

 

PCD= PC1(X(t2)) - PC1(X(t1))                         (5) 

 

Thechange detection is implemented based on threshold[3]. 

 

DMDCit combines the two images(X(t2) and X(t1)) into a single image on which a classification is 

performed. The areas of changes are expected to present different statistics (i. e., distinct classes) 

compared to the areas with no changes[20].  

ISRD = 
𝑋i(𝑡2)−𝑋i(𝑡1)

𝑋i(𝑡2)
+

𝑋i(𝑡2)−𝑋i(𝑡1)

𝑋i(𝑡1)
 (3) 

 CVA X 𝑡2 , X 𝑡1    =     𝑋𝑖 𝑡2 − 𝑋𝑖 𝑡1  
2

𝑖        (4) 
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Post Classification it is based on the classification of the two images(X(t2) and X(t1)) separately and 

then compared. Ideally, similar thematic classes are produced for each classification. Changesbetween 

the two dates can be visualized using a changematrix indicating, for both dates, the number of pixels 

ineach class. This matrix allows us to interpretwhat changes occurred for a specific class. The 

mainadvantage of this method is the minimal impacts of radiometricand geometric differences between 

multi-dateimages. However, the accuracy of the final result is theproduct ofaccuracies of the two 

independent classifications(e.g., 64% final accuracy for two 80% independentclassification 

accuracies)[20]. 

 

4. Experimental work (part 1) 

 

4.1 Dataset of the study area 

Fig (3) shows the datasetofSharm el-Sheikh city- Egypt. It consists of two images acquired by Landsat 7 

at 2000 and 2010 respectively. Each one represents an area that lies between Lat. 28 0 37.0091 N, Lon. 

34 17 56.3381 E and Lat.27 57 20.8804 N, Lon. 34 24 43.6080 E. Table (1) summarizes the 

characteristic of thisdataset. 

 

 

  

Fig (3):Dataset of Sharm el-Sheikh city- Egypt (Landsat 7) 

Table (1):  Characteristic of Sham el-Sheikh dataset 

 

 

 

 

 

 

4.2  Computer system 

A laptop machine withprocessor Intel(R)core(TM)i7-4500U CPU @1.80 GH  2.40 GH and RAM 8 GB 

is used. 

The model maker in the ERDAS IMAGINE 2014 software is used. 

 

4.3 Experimental procedures 

 

 4.3.1 Pre-processing 

Before implementation of the change detection techniques, it is essential that the changes in the objects of 

interest should indicate changes in radiance values not the changes produced from other factors such as 

No 
Spatial 

resolution 
Radiometric 

resolution 
Number 

of bands 

Acquisition 

date 
Size [pixels] Area 

[km
2
] Width Height 

1 30 m 8 bits 3 2000 382 364 12.5143 

2 30 m 8 bits 3 2010 382 364 12.5143 



IJITE                               Vol.03 Issue-11, (November, 2015)             ISSN: 2321-1776 
 International Journal in IT and Engineering, Impact Factor- 4.747 

    A Monthly Double-Blind Peer Reviewed Refereed Open Access International e-Journal - Included in the International Serial Directories 

International Journal in IT and Engineering 
                                             http://www.ijmr.net.in email id- irjmss@gmail.com  Page 5 

 

variation of solar illumination conditions, atmospheric conditions, differences in soil moisture, viewing 

geometry at different acquisition times and acquiring from different sensor[14],[21],[22].The impact of 

these factors may be reduced by selecting the appropriate data[9]and applying preprocessing treatment 

(image registration, if needed,and radiometric correction)[23].In this paper the selected dataset had 

already registered. Radiometric correction is carried out to minimize the false change detection [24], so 

the pixel of the unchanged areas in one date, should take the same or close gray level values of the 

corresponding pixels in the other date.Histogram matching technique between the two images was applied 

for radiometric correction after normalization of both images[25]. 

 

4.3.2 Implementation and accuracy assessment of the change detection methods 

The steps of implementation of each method are given in table (2). The change error matrix or the 

confusion matrix,table (5) is used to calculate the overall accuracy[26],[27]. It contains the reference 

information which was taken visually by comparing the dataset. The overall accuracy, user accuracy 

and the procedures, accuracy can be calculated from the change error matrix. 

 

 

 

 

 

 

 

 

The seven techniques were implemented by the model maker in the ERDAS IMAGINE 2014 software 

for datasetof Sharm el-Sheikh to provide an overview and assessment for LULC change detection 

techniques by using 250 random points to generate the change error matrix to evaluate the overall 

accuracy. Table (3) illustrates the overall accuracy and the rate of change in the area for each technique. 

Fig (4) shows the change image of the seven techniques. 

   Table (2):Steps of the seven change detection techniques implementation 

 

 

 

Table (3): Overall accuracy and the rate of change in area for each technique 

 

Method ID IR ISRD CVA PCD DMDC 
Post 

Classification 
Overall 

Accuracy 
92.4% 91.6 % 91.6 % 92.4 % 89.6 % 94.4 % 95.2 % 

Rate of area 
Change 

12.05% 11.13% 8.01 % 7.67% 19.43% 8.013% 11.21% 

 

 

 

The overall accuracy = 
𝑡𝑜𝑡𝑎𝑙  𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓 𝑡𝑕𝑒 𝑐𝑜𝑟𝑟𝑒𝑐𝑡  𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑  𝑐𝑕𝑎𝑛𝑔𝑒

𝑡𝑜𝑡𝑎𝑙  𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛
 (6) 

The user accuracy = 
𝑛𝑢𝑚𝑏𝑒𝑟   𝑖𝑛  𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙  𝑐𝑒𝑙𝑙𝑠  𝑜𝑓  𝑡𝑕𝑒 𝑒𝑟𝑟𝑜𝑟  𝑚𝑎𝑡𝑟𝑖𝑥

𝑡𝑜𝑡𝑎𝑙  𝑛𝑢𝑚𝑏𝑒𝑟  𝑖𝑛  𝑟𝑜𝑤
 (7) 

The procedure accuracy = 
𝑛𝑢𝑚𝑏𝑒𝑟   𝑖𝑛  𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙  𝑐𝑒𝑙𝑙𝑠  𝑜𝑓 𝑡𝑕𝑒 𝑒𝑟𝑟𝑜𝑟  𝑚𝑎𝑡𝑟𝑖𝑥

𝑡𝑜𝑡𝑎𝑙  𝑛𝑢𝑚𝑏𝑒𝑟  𝑖𝑛  𝑐𝑜𝑙𝑢𝑚𝑛𝑠
(8) 
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Fig (4):Change imagesafter applying the seven techniques on Sharm el-Sheikh city- Egyptdataset 

 

 

5. Experimental work (Part 2) 

 

5.1 Dataset of the study area 

Fig (5) shows the datasetof a village next neighbour of Mahalla al-Kubra city in Egypt. It consists of two 

images taken by El-Shayal Smart web on Line Software that could acquire Satellite images from Google 

Earth. The dataset was acquired at scale 1.600 Km. It lies between Lat. 30 57 46.9032 N, Lon. 31 14 

35.4776 E and Lat. 30 54 47.00 N, Lon.31 18 19.98.Table (4) summarizes the characteristic of thisdataset. 
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Fig (5):dataset of Mahalla al-kubra city- Egypt ( Google Earth) 
 

 

Table (4):  characteristic of Mahalla al-Kubra cities Egypt dataset 

 

 

 

 

 

 

 

 

Note: the same computer system is used with the second experimental work. Also the same pre-

processing is applied to the dataset of the experimental work (part 2).   

 

5.2 Implementation and accuracy assessment of post classification change detection method 

The post classification technique was applied to the dataset, fig (5) to detect the urban expansion on 

agricultural land. 100 random points were selected to generate the change error matrix as shown in table 

(5). The overall accuracy of the change image95 % and the procedure accuracy were 100 % and the user 

accuracy was 54.55%. The change imageis given in Fig (6). 

 

Table (5):the change error matrix of the change imagethat produced from the post 

classification techniques 

 

Classified 

data 

Reference data 

No Change Change Total 

No Change 89 0 89 

Change 5 6 11 

Total 94 6 100 

 

 

No 
Spatial 

resolution 
Radiometric 

resolution 
Number 

of bands 

Acquisition 

date 
Size [pixels] Area 

[km
2
] Width Height 

1 6 m 8 bits 3 2010 1056 1007 38.2821 

2 6 m 8 bits 3 2015 1056 1007 38.2821 
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  From vegetation to urban 

 

  Other changes 

 

   No changes 

Fig (6): change image after applying the post classification techniqueforgivingdataset   of 

Mahalla al-Kubra city- Egypt 

 
 

 

6. Analysis 
Fig (7) gives a chart of the overall accuracy of the seven LULC change detection techniques that applied 

on the Sharm el-Sheik city. The post classification technique provides the highest overall accuracy 

compared to the other six techniques as it reduces the false change by minimizing sensor, atmospheric, 

and environmental differences. It has the ability of providing a complete matrix ofland cover change, but 

there is one shortcoming of this method is the high requirements for a reasonable classification of 

categories as, the accuracy of the final result is theproduct of accuracies of the two independent 

classifications. Direct multi-date classification is quick and easy. It has the same advantages of the post-

classification technique. In addition, the error rate will not be cumulative like post classification, but the 

results are difficult to interpret without a good knowledge of the study area. The change vector analysis 

has ability to process any number of spectral bands and alsoprovides detailed information about change 

measure. Although the ISRD has lower accuracy than ID but its output has an indication of the actual 

change that happen in the study area. The principal component differencing technique is an effective 

transforms to derive information and compress dimensions. But, it provided the least overall accuracy as 

most of theinformation is focused on the first two components.  

 



IJITE                               Vol.03 Issue-11, (November, 2015)             ISSN: 2321-1776 
 International Journal in IT and Engineering, Impact Factor- 4.747 

    A Monthly Double-Blind Peer Reviewed Refereed Open Access International e-Journal - Included in the International Serial Directories 

International Journal in IT and Engineering 
                                             http://www.ijmr.net.in email id- irjmss@gmail.com  Page 9 

 

0

20

40

60

80

2010
2015agriculture

Building

 

 

 

Applying post classification techniques in the datasetof fig (5) indicated that 10.33 % has been changed 

from the total study area, the agricultural land was decreased by 6.04 % from the total agricultural 

area.The urban area was increased by 31.2 % from the urban area through the period from 2010 to 2015, 

as shown in Fig (8) and table (6). 

 

 
Fig (8):The changes that took place in the agriculture land through 

the period from 2010 to 2015 in El-Mahalla el-koubracity 

- Egypt 

 

 

 

        Table (6):The rate of change in area for  agriculture and building that took place  in El-

Mahalla el-koubracity - Egypt 

 

 

 
Fig (7):Chart of  the overall accuracy of the seven change detection 

techniques that applied on the Sham el-Sheik city 
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7. Conclusion 

Land Use and Land Cover change detection are one of the most important applications of remote sensing. 

Detecting and analyzing these changes can be done through a process commonly called ‘change 

detection’ by using remote sensing satellite data. There are many digital change detection techniques have 

been developed to detect and analyze Land Use and Land cover changes. They can be divided generally 

into two categories: pre-classification and post- classification change detection techniques. There are six 

main steps to detect the changes, determine the nature of the change detection problem, selection of 

remotely sensed data, image preprocessing, image processing or classification, selection of change 

detection techniques and finally evaluate the change detection results. However, the post-classification 

change detection technique in this study has provided the highest overall accuracy compared to the other 

six change detection techniques.But it is very difficult to assess the most proper technique for detecting 

Land Use and Land Cover changes in a particular area under study as the nature of the physical 

characteristics of the features of interest, the analyst skills and the characteristic of the available dataset 

vary. 
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